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Abstract

Predicting human trajectories is essential for the safe oper-
ation of autonomous vehicles, yet current data-driven mod-
els often lack robustness in case of noisy inputs such as
adversarial examples or imperfect observations. Although
some trajectory prediction methods have been developed to
provide empirical robustness, these methods are heuristic
and do not offer guaranteed robustness. In this work, we
propose a certification approach tailored for trajectory pre-
diction that provides guaranteed robustness. To this end,
we address the unique challenges associated with trajectory
prediction, such as unbounded outputs and multi-modality.
To mitigate the inherent performance drop through certi-
fication, we propose a diffusion-based trajectory denoiser
and integrate it into our method. Moreover, we introduce
new certified performance metrics to reliably measure the
trajectory prediction performance. Through comprehensive
experiments, we demonstrate the accuracy and robustness
of the certified predictors and highlight their advantages
over the non-certified ones. The code is available online:
https://s-attack. github.io/

1. Introduction

Predicting the behavior of humans is a crucial task for the
safe operation of autonomous vehicles and robots. The
task, known as human trajectory prediction, aims to pre-
dict the future positions of humans given their past posi-
tions. It has received significant attention in recent years,
with data-driven methods demonstrating remarkable perfor-
mance [24, 50, 59]. Such progress prompts a critical ques-
tion: Are these methods reliable enough for real-world ap-
plications with noisy inputs? Notably, it has been shown
that these methods are susceptible to adversarial attacks,
raising significant concerns regarding their robustness and
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Figure 1. Illustration of the influence of noisy inputs on trajec-
tory prediction models. The red trajectories depict clean obser-
vations and the corresponding predictions, while the gray trajecto-
ries show noisy observations along with their resulting predictions.
The top part showcases the outputs of a standard trajectory predic-
tion model, revealing unbounded predictions with noisy inputs. In
contrast, the bottom part demonstrates the outputs of our trajec-
tory predictor with guaranteed robustness. The model provides
certified bounds (blue boxes) on the predicted outputs, ensuring
that outputs remain within guaranteed regions despite input noise.

security [11, 48, 54]. Moreover, recent findings indicate that
in real-world autonomous driving pipelines, inputs of the
prediction models are imperfect, resulting in performance
drops [60]. This noise stems from upstream modules in the
perception pipeline, such as detection and tracking. There-
fore, it is crucial to study the robustness properties of tra-
jectory predictors.

Previous works proposed heuristic approaches to im-
prove the empirical robustness of the trajectory prediction
models [12, 32, 66]. However, it has been shown that such
heuristic approaches are ultimately ineffective against suf-
ficiently powerful adversaries [2, 13, 55]. Therefore, it is
essential to study certification techniques that provide guar-
anteed robustness i.e., to guarantee that given any confined
input noise, the models’ outputs fall within certified bounds.
Given the black-box nature of the prediction models, the
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bounds on the outputs also deliver reliability to the system
which is crucial for autonomous vehicles. We illustrate in
Figure | that even slight perturbations in observation in-
puts considerably changes model’s predictions. Neverthe-
less, predictions from a model with guaranteed robustness
invariably stay within its certified bounds.

In this work, we propose a certification method for tra-
jectory prediction based on “Randomized Smoothing” [18].
In principle, randomized smoothing transforms a base
model into a smoothed model by adding random perturba-
tions to the input, and then aggregating the outputs. Up
to our knowledge, we are the first to study this in trajec-
tory prediction, encountering various challenges: (1) How
can we transform the randomized smoothing technique
widely applied in image classification to the multi-output
regression task of trajectory prediction? Moreover, it is a
time-series regression task that does not inherently have a
maximum output range, which is essential for randomized
smoothing. How can we define a range for the outputs?
(2) While randomized smoothing is known to hurt perfor-
mance in classification [18], to what extent does it hurt the
accuracy of trajectory predictors? Is there a way to main-
tain the accuracy? (3) Finally, trajectory predictors are of-
ten multi-modal, generating multiple output modes. How
can these multi-modal outputs be accommodated in the cer-
tification process? In order to address the aforementioned
challenges, (1) we adapt two randomized smoothing ap-
proaches based on mean [18] and median [17] aggregation
functions to trajectory prediction and compare their perfor-
mances. We also propose an adaptive clamping strategy to
pose maximum output ranges. (2) To mitigate the perfor-
mance degradation resulting from randomized smoothing,
we propose a denoiser as a pre-processor suppressing the
noise before feeding to the smoothed model. Given the
success of diffusion models, we design an unconditional
diffusion-based denoiser tailored for trajectory data. (3) Fi-
nally, we address the multi-modality challenge by propos-
ing a new certification definition that can accommodate
multi-modal outputs.

We conduct experiments employing state-of-the-art tra-
jectory prediction models trained on Trajnet++ bench-
mark [34]. We develop smoothed trajectory prediction
models with guaranteed robustness and demonstrate both
their accuracy and the certified bounds of their predictions.
The results highlight the advantages of the smoothed mod-
els over non-certified models in noisy input settings. They
also indicate that the most accurate models are not neces-
sarily the most robust. In addition, we show that common
performance metrics for the trajectory prediction task are
unreliable as they cannot account for the potential input
noises. To address this, we introduce new certified metrics,
equipped with the certified bounds.

In summary, our contributions are as follows:

* We are the first to introduce certification to the trajectory
prediction task, providing guaranteed robustness for mod-
els against adversarial attacks and imperfect inputs.

* We develop a randomized smoothed trajectory predictor
tailored to the unique challenges of the task and propose
an unconditional diffusion denoiser to enhance the per-
formance.

* We introduce new certified performance metrics and
through comprehensive experiments, demonstrate the ac-
curacy and robustness of the smoothed models and high-
light their advantages over non-certified models.

2. Related Works

Human trajectory prediction. In recent years, as au-
tonomous driving systems and social robots have become
more popular, the challenge of predicting human trajecto-
ries has caught much attention. The majority of the re-
search revolves around enhancing accuracy by learning the
interaction dynamics between humans more effectively. To
this end, Social-LSTM [1] is the pioneering work employ-
ing neural networks. Subsequent studies propose different
architectural solutions based on Convolutional Neural Net-
works [44, 63], Graph Neural Networks [9, 43], and Trans-
formers [22, 25, 36, 50]. Additional approaches have incor-
porated the domain knowledge [35, 39], developed equiv-
arient feature learning [24, 59] and explored various strate-
gies for pooling social features [5, 31, 34].

Robustness for trajectory prediction. The vulnerability of
trajectory predictors to adversarial attacks has been shown
in several previous works [11, 48, 54]. To address this vul-
nerability, others proposed robustness defenses based on
various heuristic approaches [4, 12, 32, 66]. However, none
of these approaches are guaranteed robustness methods. Re-
cently, Trajpac [65] proposed a verification approach for the
robustness of trajectory predictors. They employ a probably
approximately correct (PAC) strategy by approximating the
prediction model locally with a linear model and use it as
a proxy to determine the robustness of the model. How-
ever, their method has some limitations: (1) Their method
is not agnostic to the input noise distribution due to the de-
pendency of learned linear model on the noise distribution
fed during learning. (2) Their method is inefficient in the
number of required samples, with experiments often neces-
sitating over 30, 000 random samples. (3) Their method is
probabilistic, and does not provide a guaranteed robustness.
In this work, we employ a randomized smoothing approach
that provides a certified bound, requires significantly fewer
samples, and generalizes to any noise distribution encoun-
tered during deployment.

Randomized smoothing certification. Certification is to
guarantee that a model’s outputs are within a bound around
its initial output once the model’s inputs are within a neigh-
borhood of its initial input and is mainly used as a defense

12302



against adversarial attacks. Various certification and ver-
ification methods have been proposed based on Satisfia-
bility Modulo theories [20, 29], mixed integer linear pro-
gramming [7, 21], solving optimization problems [19, 58]
and layer by layer outer approximation of activations [53].
However, these methods are computationally expensive and
cannot scale to common neural networks. Alternatively,
randomized smoothing has been proposed as an efficient
and model-agnostic approach and has achieved great suc-
cess in the classification task [10, 14, 38]. More impor-
tantly, it imposes the least assumptions on the noise distri-
bution, providing robustness against any confined noise. In
randomized smoothing, the smoothed prediction for a given
input is calculated by sampling some points around that in-
put and aggregating their corresponding outputs. Cohen
et al. [18] proved certified bounds for the smoothed pre-
dictors with a mean aggregator, particularly for the clas-
sification task. Moreover, it was shown that integrating
a denoiser into a smoothed predictor can greatly enhance
both accuracy and certified bounds [51]. Recently, random-
ized smoothing certification has been adapted for the de-
tection task [17]. It introduces a median smoothing aggre-
gator which is more appropriate for regression tasks. To
the best of our knowledge, our work is the first randomized
smoothing certification for the trajectory prediction prob-
lem, studying both mean and median smoothing.

Randomized smoothing is distinct from other meth-
ods that guarantee models’ output such as conformal pre-
diction [52] as conformal prediction provides the guar-
antee of ground truth coverage rather than the guaran-
tee of the output region. Moreover, unlike randomized
smoothing, conformal prediction is dependent on the input
noise distribution (calibration set). Randomized smooth-
ing is also different from uncertainty quantification ap-
proaches [30] and they serve distinct yet complementary
purposes. Uncertainty estimation quantifies the model’s un-
certainty (aleatoric or epistemic) for a given input, while
randomized smoothing transforms the original model’s out-
puts into a new output with bounds through smoothing.

Denoising diffusion. Denoising diffusion probabilistic
models [28] have achieved great success in image gener-
ation [23, 33, 47, 64], human pose prediction [49], GPS tra-
jectory generation [67] and even trajectory prediction [3, 26,
42, 56]. However, the application of these models as denois-
ers remains largely underexplored with only a few studies
investigating their use as denoisers in other domains such
as image restoration [61, 68]. In training a diffusion model,
Gaussian noise is progressively added to the input during
the forward process. The model is then trained to reverse
this process, recovering the input over several steps. This
makes the diffusion model particularly suitable for denois-
ing tasks on any noisy signal. We are the first to propose an
unconditional diffusion-based denoiser for trajectory data

and integrate it into our randomized smoothed predictor.

3. Method

In this section, we first explain the certification framework
backgrounds and then describe our certification for the tra-
jectory prediction task.

3.1. Certification

Randomized smoothing [18] is a technique initially intro-
duced for certifying the robustness of models against /o-
norm adversarial attacks in image classification. Given
a prediction function f , randomized smoothing aims to
bound the output of a smoothed function f = A(f) where
A is an aggregation/smoothing operator. This bound is valid
for a radius in the neighborhood of the input, named certifi-
cation radius R.

We consider two choices for the smoothing operator:
mean [ 18] and median [17] smoothing.

Mean smoothing. Given a function f : RY — [, u], input
X € R4, and input certification radius R, mean smooth-
ing computes the expected value of the predictor over a
perturbed input, that is f(X) = E.[f(X + )], where
€ ~ N (0,0%I). It has been shown that given [|r||2 < R,
the output of f can be bounded as:

l+(UZ)-<I>("(X()j_R>

f(X+r)§l+(u—l)-‘I)(n(X)+R>,

where n(X) = o - ®1 %) and @ is the cumulative
distribution function of the standard Gaussian. We refer to
the lower and upper certified bounds as LB and UB, respec-
tively.

Trajectory predictors are commonly multi-output f :
R — [1y,u1] X [l2, U] X -+ X [l U], where f(X) =
(f1(X),..., fm(X)). In this case, the certification bounds
are applicable individually to each coordinate. We will ex-
plain the estimation process for /;’s and u;’s in Section 3.2.

Note that this smoothing method is applicable to func-
tions with initial lower and upper bounds. However, for
functions that inherently lack those, an alternative option is
to use median smoothing.

Median smoothing. Given a continuous function f :
RY — R™, and an input certification radius R, median
smoothing aims to find a bound for the median of pre-
dictions, as given by f(X) = go.5(X), where ¢,(X) =
sup{y € R | P[f(X +¢€) < y] < p} is the quantile function
with o 5 indicating the median and € ~ N (0, 021 ). Then,
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Figure 2. An outline of the proposed smoothed trajectory predictor: n different randomized input observations X ¢ are created by adding
perturbation € to the input X. The denoiser h processes these samples X *, which are then fed into the trajectory predictor g to make the
outputs Y. Applying an aggregation function .A (median or mean) on Y™, the final smoothed prediction Y is derived.

the certified bounds for ||r||2 < R are as follows:
G (- 2)(X) < f(X+7) < Qo (2)(X)-

Similar to the mean smoothing, we refer to the lower and
upper certified bounds as LB and UB, respectively.

2)

In simple words, with certification, we ensure that if
an input to the smoothed predictor is perturbed within
aradius R, the output remains within a certified range.

Note that, while R is a parameter determined by the appli-
cation’s requirements, o serves as a hyperparameter. As we
will see later, o can be adjusted to balance between per-
formance and the tightness of bounds. For instance, when
o = 0, the output aligns closely with the original predic-
tor, and it yields trivial bounds [ < f < u. As o increases,
the influence of the perturbation becomes more pronounced,
causing the certified bounds to tighten, albeit with more
smoothed/less accurate predictions. We will analyze the ef-
fect of ¢ in Section 4.

3.2. Certified Trajectory Prediction

Human trajectory prediction tackles a regression task with
sequences as inputs and outputs. The position of an agent at
any timestep ¢ is represented by its xy-coordinates (¢, y¢).
Given an observation sequence for Ty,g timesteps as X =
(T—Ty 41 Y—Type+15 - - - » L0, Yo), the model predicts the
next Threq positions Y = g(X) = (21, Y1, -+, TTpegs YTpea)»
aiming to be close to the ground-truth Y. Notably, the tra-
jectory predictor g can be construed as a function mapping
R2%os — R2Teed making it suitable for certification pur-
poses with d = 215, and m = 27T req.

Figure 2 provides an overview of our approach. Initially,
we acquire n Monte-Carlo samples from € ~ N(0,0%1),
adding them to input X to get X',--- X" They are
then processed by our denoiser h. The certified bounds
for f(X) = A(g(h(X + €))) are then computed according
to Equation (1) and Equation (2) . Note that A represents

Note that while € has a Gaussian distribution, bounds are valid for any
noise distribution within radius R.

the aggregation function (either median or mean) applied to
Y1l ..., Y™ toyield the final smoothed prediction Y. In the
followings, we explain the details of the method, and defer
the full algorithm to the supplementary.

Diffusion denoiser. The denoised smoothing technique
combines a classifier with a denoiser, by first passing per-
turbed inputs through the denoiser to pre-process them be-
fore being fed into the model [51]. Extending this technique
to trajectory prediction, we combine the predictor g with h,
making f(X) = g(h(X)). The denoiser suppresses the
noise before feeding the data to the predictor, resulting in
tighter certified bounds for the composed model f. In an
optimal scenario, where the denoiser exhibits high efficacy
(h(X +¢) ~ X), we obtain pseudo-clean data for g, leading
to prediction performance closely resembling that of origi-
nal data. When the denoiser is absent, we put h = id and
the certification is hold for f(X) = ¢(X). We propose a
simple autoencoder for h designed to unconditionally de-
noise the input. This model is trained independently from
the predictor through multiple steps of a denoising diffusion
process, enabling it to learn the distribution of trajectory
data. At inference time, the diffusion process is repeated
for the required number of steps in order to denoise the in-
put trajectory. We explain more our diffusion model in the
supplementary.

Adaptive clamping. As mentioned in Section 3.1, to es-
tablish certified bounds in case of mean aggregation for the
multi-output human trajectory predictor with m = 2T}eq
outputs, one needs to compute /;’s and u;’s. However, the
output of trajectory predictors inherently lacks bounds due
to the unrestricted nature of the predicted positions. To ad-
dress this for our certification equations, we propose adap-
tive clamping. The process involves computing the predic-
tions given all X in the training dataset. By determining the
maximum and minimum values from these computations,
we establish [; = miny f;(X) and u; = maxx f;(X) for
each coordinate j. However, these bounds are not guaran-
teed. In other words, with new samples, the predictor may
predict outside these estimated bounds. Therefore, we can-
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not derive the certified bounds using the previous equations.

To address this, all coordinates of the predicted trajectories,

f;(X)’s, are clamped with min(u;, max(l;, .)) operator to

ensure conformity within the specified range. Note that one

advantage of median smoothing is that the initial bounds are
not required.

Certified metrics. The smoothed predictor generates a
predicted trajectory with a certified bound around each pre-
dicted timestep. In order to assess them, we introduce the
following metrics:

* Average / Final Bound half-Diameter (ABD/FBD):
ABD measures the distance of the farthest points within
the bound from the predicted trajectory, averaged over all
timesteps, and FBD measures this distance at the final
timestep as:

1
FBD = 5[(UBQTWH—LBszwl)Q +

(UBar,,, — LBor,, )]

¢ Certified-ADE / Certified-FDE: The common Average/-
Final Displacement Error (ADE/FDE) metrics are typ-
ically reported under the assumption of perfect inputs.
However, in practical scenarios, various types of input
noise can occur, which can significantly alter the perfor-
mance of predictors. To address this gap, we propose
these metrics that measure the highest ADE/FDE happen-
ing given noisy inputs. Specifically, they measure the dis-
tance of the farthest point inside the bounds to the ground-
truth trajectory.

¢ Certified Collision Rate (Certified-Col): Collision rate
has been previously introduced as a metric that quantifies
the percentage of collisions between the predicted trajec-
tory of an agent and the ground-truth trajectories of neigh-
boring agents in the scene [34]. We introduce this metric
as the percentage of examples in which at least one neigh-
boring agent lies within the calculated certified bounds of
the predicted trajectory.

Multi-modality. Unlike the classification task, the tra-
jectory prediction is a multi-modal task i.e., given an input
trajectory, multiple plausible trajectories can be predicted
as output. Nonetheless, it poses a unique challenge for cer-
tification in multi-modal predictors generating k£ modes on
which mode to consider. To address this, we reformulate it
into multi-output mapping R?%s — RF*2Tiea and lever-
age the fact that each mode captures a specific behavior.
Consequently, we certify all £ modes and choose the best
mode based on the minimum of the Certified-FDE among
all modes. The corresponding metrics are then computed
for the selected mode.

3)

4. Experiments

Datasets: ETH [45], UCY [37], and WildTrack [15] are
well-established datasets containing annotations of human

positions in crowded environments. We utilize the Tra-
jnet++ [34] benchmark, which provides a fixed data split
and unified pre-processing for these datasets. We used
the common input and output lengths of T, = 9 and
Tored = 12.

Baselines: Up to our knowledge, our work is the first
to introduce certification for trajectory prediction. There-
fore, we conduct a comparative analysis between the mean
and median smoothed predictors, representing the two cer-
tification techniques introduced. In order to obtain the
smoothed predictors, we transform multiple existing trajec-
tory predictors into smoothed models. We employ multiple
state-of-the-art learning-based trajectory predictors, namely
Directional-Pooling (D-Pool) [34], AutoBot [24], and Eq-
Motion [59]. Moreover, we include Social-Force [27] as a
rule-based trajectory predictor.

Metrics: We report the performances in terms of the Av-
erage / Final Displacement Error (ADE / FDE) between the
model predictions and its ground-truth values, along with
FBD, Certified-FDE, and Certified-Col, introduced in Sec-
tion 3. The reported values are in meters and percentages.
For the sake of space, we leave the results on ABD and
Certified-ADE for the supplementary.

Implementation details: Throughout the experiments,
the number of Monte-Carlo samples n is set to 100, R to
0.1, and o range to 0.08 — 0.4. Note that since o serves
as a hyperparameter, this range has been experimentally se-
lected to ensure the models perform effectively.

4.1. Results

We initially report the performance of the predictors and
their smoothed counterparts utilizing the median aggrega-
tion function in the left part of Figure 3. The figure shows
the accuracy of models against the certified bounds, high-
lighting their accuracy with respect to robustness. Each
point on the curves represents an instance of a smoothed
predictor with a different hyperparameter o. Therefore,
changing o allows selecting a model instance with the de-
sired trade off between accuracy and robustness. While
the original models (dashed lines in the figure) lack guar-
antees, the smoothed predictors provide certified bounds,
albeit at the expense of a modest increase in FDE (ranging
from 1% to 6% for different predictors with the smallest
o). The figure also provides a way to compare the guaran-
teed robustness of different predictors. Given an FDE value,
predictors with a smaller bound (i.e., smaller FBD) have
better guaranteed robustness. The figures show that while
smoothed EqMotion and smoothed Autobot have similar
bounds, smoothed D-Pool has a smaller bound for FDEs be-
low 1.25. Moreover, smoothed Social-Force has the largest
bounds due to its significant sensitivity to input perturba-
tions.

In the right part of Figure 3, we show similar curves but
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Figure 3. FDE against FBD for median aggregation on the left and mean aggregation on the right. The results are for different smoothed
predictors with two aggregation functions and equally spaced o within [0.08, 0.4]. The bottom left indicates the best performance. The
figures show a trade-off between accuracy (represented in FDE) and robustness (represented as FBD). They also provide a comparison

between models’ guaranteed robustness.

using the mean aggregation function. Comparing the two
sub-figures reveals that the median aggregator yields con-
siderably smaller bounds compared to the mean aggrega-
tor, demonstrating the better alignment of the median with
the trajectory prediction task. This is probably because tra-
jectory predictors are sensitive to input noise, leading to
diverse outputs. Consequently, mean aggregation is more
susceptible to outliers, whereas the median is less affected.
Therefore, for our subsequent experiments, we opt for me-
dian aggregation. Moreover, we have selected EqMotion as
our main predictor due its superior performance. In the rest
of this section, we report experimental results to answer the
remaining research questions.

Is there a trade-off between accuracy and certified
bound? As shown by Figure 3, by increasing o, the bounds
progressively tighten while the accuracy drops, indicating a
trade-off between them (see Equations (1) and (2)). Note
that the hyperparameter o allows users to tailor the certified
bound according to their needs. For instance, given a de-
sired FBD of 0.72, we can choose o = 0.28 for smoothed
EqMotion.

Does the most accurate model have the best guaran-
teed robustness? We report the performance of models
with both certified and non-certified metrics in Table 1. It
shows that there is a large gap between FDE and Certified-
FDE for all models, revealing models’ lack of robustness.
This shows the danger of solely relying on non-certified
metrics. This analysis also uncovers a noteworthy obser-
vation: the model with the minimal FDE (EqMotion) is
not the same as the model achieving the lowest Certified-
FDE (D-Pool), indicating that a more accurate model is not

necessarily more robust. It similarly shows a large gap be-
tween Col and Certified-Col for all models. As expected,
Social-Force has the lowest collision rate due to its im-
posed collision-avoidance rules. However, the gap between
Col and Certified-Col shows the model’s sensitivity to input
noise.

What practical advantages does the smoothed predictor
offer compared to the original model? To study this ques-
tion, we examine the robustness of the models in two sce-
narios: adversarial attacks and real-world perception noise.
We first investigate the robustness of the models against
adversarial attacks by performing PGD attacks [40]. We
demonstrate a scenario in Figure 4 where the left figure
shows the existence of an adversarially perturbed input for
the original model, leading to large deviations from the orig-
inal prediction (more than 2m). However, conducting PGD
attacks on the smoothed predictor (the right figure) does not
lead to predictions outside the certified bounds, demonstrat-
ing its guaranteed robustness. We provide a detailed quan-
titative analysis in the supplementary.

In order to illustrate the impact of imperfect input data
(i.e., noisy inputs) coming from perception systems on the
predictors, we employ an off-the-shelf joint detection and
tracking model [62] to extract observation trajectories on
the nuScenes dataset [8]. Figure 4 visualizes a real-world
scenario with both the extracted imperfect observation se-
quence and the ground-truth. On the left, we observe that
the imperfect observation influences the prediction of the
model, leading to a large deviation from the prediction
given ground-truth observation. This clearly shows that the
performance of the model is sensitive to the input noise,
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Figure 4. Comparing the performance of the original (on the left) and the smoothed predictor (on the right). The original predictor’s
outputs change drastically with adversarial and imperfect inputs. In contrast, the smoothed predictor consistently predicts within the
bounds, demonstrating higher reliability. For easier comparison, the final predicted points of the original predictor for the adversarial and
imperfect observations are marked on the right figure with gray and blue stars, respectively.

Model FDE Certified-FDE Col Certified-Col
Social-Force [27] 1.25 N/A 7.4 N/A
Smoothed Social-Force 1.26 2.27 8.0 46
D-Pool [34] 1.14 N/A 9.4 N/A
Smoothed D-Pool 1.23 2.0 9.0 49
AutoBot [24] 1.14 N/A 8.8 N/A
Smoothed AutoBot 1.17 2.05 9.3 53
EqMotion [59] 1.12 N/A 10.1 N/A
Smoothed EqMotion 1.14 2.07 10.6 57

Table 1. Comparing performances in terms of certified and non-certified metrics. Since non-smoothed models do not have any guarantee
on their outputs, the certified metrics are not applicable (N/A) for them.

making the model unreliable for safety-critical applications.
In contrast, on the right, the predictions of the smoothed
predictor for both observation sequences remain within the
certified bounds, providing a reliable model.

4.2. Discussions

Denoiser analysis. Our proposed trajectory denoiser acts
as a pre-processing module and therefore, incorporating it
in the smoothing operation improves the certified bounds.
In this part, we first compare the performance of different
denoisers for trajectory denoising without considering the
predictors. To this end, we measure the magnitude of the
remaining noise in their outputs when provided with noisy
input trajectories at different levels. In Table 2, we report
the performance of our proposed diffusion denoiser along
with three established denoising methods for time-series
data: the Wiener filter [57] as a statistical approach, a Mov-
ing Average filter [46] to filter high-frequency noise, and
fitting a 4™ order polynomial that has been used previously
to represent human trajectories [6]. The results demonstrate
that the diffusion denoiser outperforms other approaches in
noise reduction. Second, we evaluate the effect of the de-
noiser in the certified bounds of our smoothed predictor and

Model Noise =0.08 0.24 0.40
No denoiser 0.08 0.24 040
Polynomial 0.08 0.22 0.36
Moving Average 0.07 0.18 0.29
Wiener Filter 0.06 0.16 0.26
Diffusion Denoiser (ours) 0.06 0.14 0.24

Table 2. Performance comparison of different denoisers. Noisy
trajectories at three noise levels are fed to denoisers, and the re-
maining noise magnitude is reported.

compare it with not having a denoiser (assigning h = id)
in Table 3. For similar FDE values, the smoothed predictor
with diffusion denoiser has a significantly smaller certified
bound, demonstrating the effectiveness of the denoiser in
tightening the bounds.

Multi-modal settings. To analyze certification in multi-
modal settings, we employed the multi-modal EqMotion
with £ = 20 [59]. We report the multi-modal metrics de-
fined in Section 3.2 in Table 4. The multi-modal model is
more accurate than its single-modal counterpart in terms of
both FDE and Certified-FDE, as it captures diverse output
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Model FDE=1.2 1.3 1.4

W/o denoiser 1.20 096 0.80
W/ denoiser 0.78 0.65 0.57

Table 3. Comparing FBD of the smoothed predictor with and with-
out the denoiser across different FDE values.

Model FDE FBD Certified-FDE
Single-modal  1.13  0.99 2.07
Multi-modal 0.39 0.64 1.38

Table 4. Comparison of single- vs. multi-modal settings for
Smoothed EqMotion.

Model FDE FBD

Single-agent  1.13  0.99
Multi-agent 1.13  1.21

Table 5. Comparison of certified bounds in single- vs. multi-agent
settings in similar FDE values.

modes. Moreover, it has a smaller FBD since each mode
concentrates on a specific behavior, leading to a smaller cer-
tified bound.

Multi-agent settings. In the real world, the observed tra-
jectories of all agents can be noisy. Our method can be
extended to this setting, where instead of perturbing the tra-
jectory of one agent, we consider perturbations added to all
agents in the scene. Section 4.2 shows that with a similar
FDE, the multi-agent model has a larger bound. Basically,
when perturbing all agents, the interdependencies between
agents make prediction change more, leading to larger cer-
tified bounds.

Downstream task. We also investigated whether improv-
ing trajectory prediction with the diffusion denoiser can en-
hance performance in a downstream task. We considered
the task of robot navigation in a dense crowd scenario em-
ploying a crowd navigation simulator [16], where the objec-
tive for the robot is to navigate through a group of simulated
pedestrians and reach a destination. At each timestep, the
robot predicts the interactions, and determines its next ac-
tion. We generated a dataset of 5,000 simulation episodes
using the pre-trained SARL policy as the expert, and sub-
sequently trained an imitation model on this data for 200
epochs [16]. We adhered to their protocol, which measures
the effectiveness of a policy using the collision rate, and ac-
cumulated reward.

The results, summarized in Table 6, indicate that the
learned policy is sensitive to input noise, which could be
introduced in real-world scenarios. However, when our dif-
fusion denoiser is incorporated, there is a consistent im-

Method  Noise size | Reward T  Collision (%) |
Original 0 0.272 13.1
Original 0.2 0.230 21.0
Robust 0.2 0.263 15.1

Table 6. Quantitative results of crowd robot navigation [16] with
different prediction methods.

provement in accumulated reward and a reduction in colli-
sion rate. This is due to the improved interaction prediction,
resulting in better planning for the robot.

4.3. Limitations

Randomized smoothing inevitably increases computational
costs in order to provide guaranteed robustness. This is due
to the fact that it requires evaluating the predictor n times to
obtain Monte-Carlo samples. Nonetheless, this process can
be parallelized. Using an NVIDIA GeForce RTX 3090, the
evaluation time for predicting a trajectory of 4.8 seconds
length in EqMotion is 0.07 seconds, while for smoothed
EgMotion with n = 100, it is 0.1 seconds which is small
enough for many real-world applications (only about 42%
increase in the computational time). As future work, one
can improve it e.g., by better sampling strategies or opti-
mized code structures.

5. Conclusions

In this work, we introduced a certified trajectory prediction
approach that tackles the issue of lacking guaranteed robust-
ness in the human trajectory prediction task. We also pro-
posed a denoiser for trajectory data and introduced new cer-
tified metrics that ensure reliable performance assessments
under noisy conditions. Throughout extensive experiments
on various trajectory predictors, we found that the model
with the highest accuracy is not always the most robust one.
By adjusting certification parameters, one can prioritize ei-
ther a tighter certified bound or higher accuracy. Moreover,
our experiments demonstrated the edge of smoothed pre-
dictors over standard models in the presence of adversarial
perturbations or input noise. We hope our work paves the
way for more reliable trajectory predictors.
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